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Abstract— Intravascular ultrasound (IVUS) imaging constitutes 
a widely used technique for coronary heart disease diagnosis and 
management of arterial atherosclerosis. The identification of 
lumen and media-adventitia boundaries in IVUS images is 
necessary for an efficient quantitative assessment of 
atherosclerotic plaques. In this paper, a new automated 
approach for lumen border detection is proposed. This method is 
based on fuzzy c-means algorithm and active contours model.  
First, the fuzzy c-means with spatial constraint algorithm is used 
to efficiently extract the regions of interest information of the 
IVUS image. Secondly, a novel level-set active contours 
algorithm is used to refine the segmentation and detect the lumen 
boundary. Experimented results achieved on textured IVUS 
images revealed that the proposed method gave good results. 
 
Keywords— Intravascular ulrasound, Lumen detection,  
Segmentation, Level-sets, Spatial fuzzy clustering 

I. INTRODUCTION 
Intravascular ultrasound (IVUS) imaging has become 

rapidly one of the most famous technologies for coronary 
heart disease diagnosis and endovascular exploration. This 
technique consists in analyzing a several hundred of video 
images recorded with an ultrasound catheter. Therefore, it 
gives series of real-time, cross-sectional and high-resolution 
images of the explored blood vessels. Besides, IVUS modality 
offers visualization of atherosclerotic lesion morphology and 
precise measurements of vessel dimensions and cross-
sectional areas. Manual analysis of the IVUS data is very long, 
fastidious and subject to intra- and inter-observer variabilities. 
These could be serious limitations against the clinical usage of 
IVUS technique. Furthermore, because of poor IVUS image 
quality due to the existence of speckle noise, imaging artifacts, 
calcifications shadowing and rupture of parts of the vessel 
wall, it is necessary to develop automatic segmentation 
methods. 

Several approaches for automatic IVUS images 
segmentation have been developed so far, including texture 
analysis [1], active and surface contours [2,11], and 
knowledge-based graph searching [3]. In later approaches, 
specific lumen and media-adventitia segmentation was 
accomplished by utilizing active contours model principles in 

combination with other various techniques. Brusseau et al. [4] 
developed an automatic method for endominal contour 
detection based on an active contour evolving until it 
optimally separate regions in IVUS images with different 
statistical properties. Similarly, Filho et al. [5] employed a 
fuzzy clustering method for the extraction of the lumen 
boundary alone. Bovenkamp et al. [6] exploited a fully 
automatic multi-agent based system for luminal contour 
detection. 

In this paper, we propose a robust approach to 
automatically detect lumen contour using three steps process 
(Fig. 1). The fuzzy spatial clustering is adopted in IVUS 
image to yield the initial contour of lumen border, then level 
set with edge stopping function refine the segmentation. This 
process allows the detection of the final lumen boundary. 

The paper is organized as follows: Sections II-B and II-C 
depict about the theoretical background of the fuzzy c-means 
with spatial constraint algorithm, and the level sets scheme, 
respectively and Section II-D describes the lumen border 
detection. Experimental results and discussion are given in 
Section III, and the conclusion is summarized in Section IV. 

 

II. METHODS 

A. IVUS Images Pre-processing  
Three steps of preprocessing are used for the purpose of 

contour detection, which are: a) representation of the IVUS 
image in polar coordinates, b) detection of catheter region and 
replacing it by mean intensity value of the whole image ( or 
totally removal of this zone), and c) edge-preserving 
smoothing. The preprocessing process is illustrated in Fig. 2. 

Image representation in polar coordinates: The polar 
coordinates representation for image is essential to facilitate 
the efficient description of local image regions in the radial 
and tangential direction. This image representation is also 
applied for the contour initialization and an easier smoothing 
of the obtained contour. Therefore, the original IVUS image 
(in Cartesian coordinate [x, y]) is transformed into a polar 
coordinate image, where columns and rows correspond to 
angle θ and distance r from the center of gravity of the 
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catheter, respectively. This polar image, denoted I(r, θ), is 
used for the remainder of the analysis process. 

Detection of catheter region: Typical IVUS cross-sectional 
images show not only vessel wall and surrounding tissue, but 
also the border of the transducer of the catheter. The latter 
region defines a dead zone which contained no useful 
information. Having the diameter D of the catheter, the 
catheter-induced artifacts are easily removed by setting I(r, θ) 
= 0 for r <D/2+e, where e denote a small constant. This region 
can be substituted with the average value of the whole image 
pixel intensities. 

Edge preserving smoothing: The most famous edge-
preserving smoothing algorithms used for IVUS images are 
median and anisotropic diffusion filtering. These filters tend 
to remove speckles and preserve the edge details. A median 
filter of window size 5 was finally used due to its robustness 
for speckle reduction and edge enhancement. 

                          

 
Fig. 1: The framework of the proposed luminal contour segmentation method 

B. Fuzzy C-Means with Spatial Constraint 
In this section we present the method used for the contour 

initialization procedure [12]. The method relies on fuzzy c-
means (FCM) algorithm which is based on the minimization 
of an objective function J(U, V) with respect to the 
membership functions uik and the centroids vi, as follows 
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where xk is the observation at pixel k, C is the number of 
clusters, and vi is the ith cluster center, ||*|| is a metric norm 

(we use the Euclidean norm). The membership values 
{uik}(k=1… N) are constrained to be positive and to satisfy the 
condition:  


C

i iku
1

,1  k=1,…,N, and m  1 is a constant 
which controls the fuzziness of the resulting partition, it was 
set to 2 in this study.  

The FCM technique is defined as an iterative optimization 
process that minimizes the distance between each image pixel 
and the prototypes. The cost function in (1) does not fully 
utilize any spatial information of the image. It has been shown 
in [8, 9] that the spatial constraint brings more robustness and 
efficiency to the classical fuzzy c-means technique. Therefore, 
a regularization term including the spatial constraint is 
incorporated into the FCM cost function. The new modified 
function can be expressed by the following equation: 
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where Ω represents a set of neighbouring pixels, and α is a 
weight parameter to control the influence of the regularization 
term. The new cost function in equation (2) has two principal 
components. The first term is the same as the classical FCM 
algorithm; the second is a penalty component which is 
minimized when the membership value of neighbouring pixels 
in a specific cluster is high. Herein, the optimization problem 
in (2) with respect to U was solved by using the method of 
Lagrange multipliers. The authors [9] obtain the following 
membership update function 
 

 

 

1
1

1 2

2

1



 


































m

C

p u

pj

u

ij

ij

k

m
kp

k

m
ik

evx

evx

u





 (3) 

 
The membership values (upk) of the neighbours centred on 

pixel (i,j) penalize the deviation of uij from the neighbourhood 
behaviour. For example, if a given pixel has a high 
membership value to a special cluster and its spatial 
neighbouring pixels have low membership values to this 
cluster, so that the penalty term may force this pixel to belong 
to the same cluster as its neighbouring pixels. The coefficient 
α controls the effect of the weighted regularization term. 
However, the prototype update equation of the cluster centres 
is the same as classical FCM. 
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The spatial FCM algorithm that incorporates the spatial 

information performs the same steps as the conventional fuzzy 
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c-means clustering algorithm but the membership values were 
computed according to equation 3. 

 
Fig. 2:  The preprocessing process (a) original IVUS image, (b) polar 

image transform and catheter region removal, and (c) median filtered image. 

C. Active Contour Model 
In image processing, the active contours [13, 14] are self 

deforming dynamic interfaces that move under the effect of 
internal and external energy forces, towards the desired image 
features which we want to extract. For our proposed IVUS 
segmentation scheme, the geometric active contours 
developed further is based on a new level-set model; called 
level-set without re-initialization method (LSWR). This 
adopted approach is inspired from the work of Li et al. in [15]. 
The propagation of each interface or curve in the image is 
guided by internal and external forces. Indeed, the evolution 
of the proposed level set algorithm was directly derived from 
the gradient flow that minimizes the overall energy functional. 

For a given image I, the desired borders, denoted by Γ(t), 
are completely defined by the zero level-set function (LSF) 
(x, y, t) satisfying 
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hence, 
 

       Γ(t)= {(x, y, t): (x, y, t)=0}  (6) 
 

To reach this goal, the authors in [15] proposed a functional 
energy that maintains the stability of the evolution of the LSF 
and moves the curves in the image toward the desired 
boundaries. This energy is defined as follows 

 

      mEPE    (7) 
 

where P() is the internal energy (or the level-set 
regularization term) defined in the following,  > 0 is a 
coefficient to control the influence of penalizing the deviation 
of  from an assigned distance function. The regularization 
term P maintains the stability of the level set function  
during its evolution, while the external energy Em derives the 
LSF toward the image borders. The energy P is defined by the 
following expression 
 

dXP   2)1()(    (8) 

This metric is used to characterize how close a level-set 
function φ to a signed distance function in the two-
dimensional domain Ω. It will play a crucial role in the 
proposed level set segmentation method. The external energy 
Em is defined for a LSF φ as below 
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where   > 0 and  are constants, and the facts L() and A() 
are defined by 
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respectively, where  is the Dirac function, and H is the 
Heaviside function. For numerical stability of the delta 
function, let define the classical regular approximations Hα 
and δα of the Dirac and Heaviside functions with  + 
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To guarantee the convergence of the LS curves and finish 

the segmentation process on the desired image contours, an 
edge indicator function g is used. This function is defined for 
an image I by 
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where Gσ is the Gaussian kernel with a standard deviation σ, * 
is the convolution operator and I is the gradient of the image 
I. To overcome the drawbacks of re-initialization process used 
in conventional level set, the authors in [15] proposed a 
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standard method for the minimization of the above energy E() 
by using the gradient flow equation 
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where E/  is the Gateaux derivative [16] of the total energy 
E. Accordingly, the gradient flow of the energy E() in (7) 
can be further expressed as 
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where C is a positive constant. During the propagation of the 
level-set curves according to the gradient flow, the second 
term in (10) attracts the LS interfaces towards the image 
borders while, the first term (regularisation term) penalizes  
to deviates from the signed distance function, eliminates the 
need for re-initialization process and has desirable advantages 
over the conventional level-set methods. First, the novel 
algorithm overcomes the limitations of the computationally 
expensive re-initialization procedure. Second, it permits the 
use of simpler and more efficient numerical scheme in its 
implementation. 

D. Final Lumen Detection  
A new active contours segmentation method is developed 

for lumen border detection in IVUS images. It begins with 
fuzzy clustering algorithm whose results are used to initiate 
level set segmentation. Then, the LSWR evolution is carried 
out to delineate the final lumen contour. This new approach 
automates the initialization procedure of the lumen border 
using a modified FCM with spatial constraints to determine 
the approximate contours of interest in IVUS image. 

III. EXPERIMENTS AND DISCUSSION 
The proposed IVUS segmentation algorithm was first 

evaluated with simulated images. It was also validated with 
manual method on real IVUS images. 

A. Simulated IVUS images 
Simulated images were conducted to evaluate the 

usefulness of the initial contour extraction using fuzzy 
clustering due to the fact that in these kinds of images the 
lumen contour is easily detected visually. Hence, they may be 
used to evaluate the accuracy of the new segmentation 
approach. The improvements are utilized to incorporate fuzzy 
clustering (SCFCM) into level set method for automatically 
initialize and detect the IVUS lumen boundary. Fig. 3 
illustrates its performance on simulated IVUS image. These 
results demonstrated that detected lumen contours for the two 
simulated images were very close to the real lumen 
boundaries. They also showed the accuracy of our method in 

detecting lumen contours since the exact geometry of 
simulated images is known.  

B. Real  IVUS images 
The in vivo coronary IVUS images used in this study was 

captured from different patients. Two images from these pull-
packs were used to evaluate the accuracy of the proposed 
methodology for detecting IVUS lumen contour. Indicative 
results of our method were shown in Fig. 4, where the 
performance comparison between the automatically generated 
and the manual traced lumen contours is demonstrated. The 
results of the automated segmentation reveal sufficient 
agreement with the ground truth.  Obviously, the proposed 
method seems trivial in detecting lumen boundaries for real 
IVUS images. However, the spatial fuzzy clustering cannot 
detect the external vessel boundary due to the much more 
smooth transition between the external vascular wall and the 
surrounding tissues and leakage of contrast.  

 

 
Fig. 3: Automatic lumen segmentation of two simulated IVUS images (a), (b) 
original images, (c), (d) initial lumen contours using modified fuzzy c-means 

(SCFCM) and (e), (f) the final lumen contours using level sets without re-
initialization (LSWR). 
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IV. CONCLUSION 
A new segmentation method based on active contours and 

fuzzy clustering has been proposed for automatic lumen 
contour detection in IVUS images. The initialization process 
was performed automatically through a spatial information 
fuzzy c-means (SCFCM) algorithm. The modified FCM can 
approximate efficiently the boundary of interest. Therefore, 
the level-set curve evolution will start from a region close to 
the genuine lumen boundary and refine the final lumen 
contour. This has alleviated manual intervention. However, 
only the lumen contour was extracted with this system. In 
future research, it’s interesting to extend this method for 
detection of media-adventitia contour, which is necessary for 
quantitative assessment of atherosclerosis. Hence, it would be 
very important that more high-level knowledge should be 
added to the system to control the motion of the level set 
contours. 
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